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Abstract

This report summarizes W t tserformed under a s :
4& AFOSR Contract Number FtG--421 -_I-Constraint-Based Scheduling in an
Intelligent Logistics Support System: An Artificial Intelligence Approach", provided by the
Electronics and Material Sciences Department of the Air Force. The overall goal of this
research has been the development of a computational theory of constraint-directed
scheduling for applicatioq to the problem of job shop production scheduling. Research

performed under i e . has focused on the investigation of issues
relating to the reactive management of job shop schedules in response to the dynamics of
factory operation. An experimental knowledge-based systcm callm'l ()PIS (Opportunistic
Intelligent Scheduler) has been developed that provides a scheduling system architecture
for reactive control and a testbed for exploring different reactive scheduling
methodologies. We provide an overview of this work and highlight the major
accomplishments.
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1. Introduction
This report summarizes the research that was performed under a supplemental grant to AFOSR

Contract Number F49620-82-K.0017, titled "Constraint-Based Scheduling in an Intelligent Logistics

Support System: An Artificial Intelligence Approach", provided by the Electronics and Material

Sciences Department of the Air Force. The overall goal of this research has been the development of

Artificial Intelligence (AI) based theories and techniques that enable effective computer generated

solutions to real world scheduling problems. The central thesis upon which this work is based is that

solutions to realistic scheduling problems require a framework that enables consideration of all

relevant scheduling constraints, and, further, that knowledge about the set of relevant constraints can

provide significant leverage in formulating and maintaining good solutions. Thus, our research has

sought to identify these sources of knowledge, and investigate their representation and use as the

basis for a constraint-directed scheduling methodology. The difficult problem of job shop scheduling

was chosen as the specific focus of the research, and it is the progress made toward solution of this

problem that is the subject of this report.

Under the supplemental grant, our work has focused on issues relating to the reactive management

of job shop schedules in response to the dynamics of factory operation. Building on the constraint-

directed scheduling work performed during the original contract period, the following has been

accomplished:

" A scheduling system architecture for conflict-directed control has been developed and
implemented. The control architecture provides an integrated framework for predictive
schedule generation (or expansion) and reactive schedule revision that is based on
analysis of detected or predicted constrairjt conflicts. Central to this architecture is a
coupling of techniques for constraint propagation and conflict detection with an event-
based approach to representing and structuring of control knowledge.

" The opportunistic schedule generation methodology implemented and demonstrated in
OPIS 0 [16, 141 has been generalized, and merged with an initial set of techniques for
reactive schedule revision. These scheduling methods together with the system
architecture define the OPIS 1 job shop scheduling system.

* A probabilistic framework for evaluating temporally imprecise abstract schedules with
respect to expected resource usage has been developed. The framework has
applications in the identification of hott! neck resources (a comronent of .ho
opportunistic scheduling methodology just mentioned) and in developing abstract
schedules over longer term time horizons.

The reader is referred to [16,17, 18, 9, 10] for further accounts of this work.

The remainder of this report is organized as follows. In section 2, we provide a brief account of the

work performed under the original contract period. In section 3 we summarize the research
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performed under the supplemental grant. In Section 4, some final remarks are made.

2. Background
During the original contract period considerable progress was made toward development of a

general theory of constraint-directed job shop scheduling. Much of this work revolved around the

construction of several versions of a knowledge-based job shop scheduling system called ISIS

(Intelligent Scheduling and Information System), each of which was tested with a model of the

Westinghouse Electric Corporation Turbine Components Plant in Winston-Salem, NC. Investigations

with ISIS led to the following contributions:

* Analysis of specific job shop environments resulted in an identification and
categorization of the various types of constraints that influence scheduling decisions.
This categorization includes organizational goals, causal restrictions, physical
constraints, operational preferences, and resource availability constraints, and broadly
delineates the knowledge requirements of a constraint-directed scheduling system.

" A frame-based representational framework for modeling all aspects of the manufacturing
enterprise was developed. The framework ascribes a semantics to general concepts of
activities, states, objects, causality, and time, which is then refined to provide primitives
for modeling the production environment and its constraints. A central component of the
framework is a constraint representation that extends predicate constraint specification
techniques to enable the expression of preference constraints. This defines the notion of
relaxable constraints (i.e. constraints that may be satisfied to varying degrees, depending
on the specific situations of constraint conflict that arise during scheduling). The
representation makes alternative choices explicit, and formalizes knowledge relating to
preference relationships, constraint importance, constraint elasticity, constraint
relevance, and interdependencies among constraints.

" A dynamic schedule evaluation scheme, based on knowledge defined in the constraint
representation and intuitively reflecting how well the set of scheduling decisions under
evaluation satisfies the relevant objectives and preferences, was developed. The
evaluation scheme includes a methodology for constraint resolution (i.e. determination of
precisely which constraints are relevant to a given scheduling decision) which is based
on model semantics concerning placement of constraints in the model. The evaluation
scheme is applicable in two contexts: it provides a basis for comparing alternative sets of
scheduling decisions that are generated during the search for a good schedule, and it
provides a means for assessing the quality of user imposed scheduling decisions.

" Both generative and analytic techniques for intelligently compromising among conflicting
constraints were defined. Generative (or search-based) relaxation utilizes the
alternatives possible with respect to one constraint (e.g. the resources capable of
performing a given operation) to generate a set of alternative decisions, each of which
will variably relax other relevant constraints (e.g. due date constraint, resource
preferences). Analytic (or rule-based) relaxation exploits knowledge relating to the
importance of and interdependencies between various constraints to either restrict or
redirect the search to specific areas of the solution space. These relaxation techniques
were embedded within a hierarchical search architecture to provide an initial constraint-
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directed schedule generation methodology. Assuming an order-based decomposition of
the scheduling problem, the search architecture advocates the "staged introduction" of
constraints in constructing a given order's schedule. This is accomplished by utilizing
multiple levels of analysis, where the results of each level provide insight regarding the
solution at lower levels.

More detailed accounts of this work may be found in [2, 3, 4, a, 6, 7, 8,15, 17].

As experience was accumulated with the ISIS scheduling architecture, weaknesses stemming from

its strict reliance on an order-based decomposition of the problem were perceived. It was recognized

that an a priori commitment to a single "scheduling perspective" introduced a bias with respect to the

types of constraint conflicts that could be effectively resolved, in this case resulting in poor

satisfaction of constraints surrounding the allocation of specific resources (e.g. sequencing

preferences to minimize machine setup changes) [19]. It was hypothesized that a scheduler must be

capable of selectively adopting different scheduling perspectives (i.e. selectively decomposing the

problem in different ways) to effectively attend to the full range of constraints.

To provide experimental justification for this claim, an initial multi-perspective scheduling system

including both resource-based and order-based scheduling perspectives was configured. A resource

scheduling method based on the selective use of a set of dispatch scheduling heuristics was

implemented, and the scheduling method of ISIS was adapted for use as the order scheduling

method. An assumption was made that the important resource-centered constraints were those that

surrounded allocation of the bottleneck resources, and to simplify issues of coordination, the

following, tightly controlled pattern of interaction between these two scheduling perspectives was

imposed:

" The resource scheduler was first applied to a single, pre-specified bottleneck resource (a
work area of the plant consisting of some number of machines).

" The order scheduler was then applied to work outward from this established portion of
the shop schedule to complete the schedules for each individual order.

The performance of this system, designated OPIS 0, was then contrasted with that of ISIS and a

dispatch system using the COVERT priority rule for minimizing tardiness cost (as formulated in [201).

The latter system represents a well known and well regarded approach to job shop scheduling, and

was included to provide a benchmark for the experimental study. In the experimental study, OPIS 0

was seen to significantly outperform both single perspective systems with respect to minimizing

tardiness cost, minimizing work-in-process time and minimizing machine setup changes (the three

performance objectives that were considered). More detailed descriptions of OPIS 0 may be found in

[12, 13,14,16]. A complete account of the experimental study may be found in [11].
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3. Research Summary

Generally speaking, the problems which led to the configuration of OPIS 0 reflect a need to reason

about constraints and constraint relaxation at higher levels. The research conducted with ISIS

emphasized mechanisms for constraint-directed reasoning at the "micro" (or individual decision)

level. However, many global search control decisions (such as those relating to how the problem

should be decomposed) affect the system's ability to satisfy classes of constraints, and hence must

be based on more "macro" level analyses of the problem constraints; in particular an ability to

recognize important constraint conflicts (or types of conflicts) and direct problem solving activity

accordingly is essential to effective use of "micro" level constraint relaxation techniques. OPIS 0

demonstrates the utility of such a conflict-directed approach to structuring the search for a good

solution.

At the same time, the OPIS 0 implementation imposes some rather severe limitations with respect to

system flexibility:

" A rather obvious restriction in OPIS 0 is its reliance on a static decomposition of the
scheduling problem. A single pre-specified bottleneck resource is used to drive a fixed
high level strategy for partitioning effort between the two scheduling perspectives. In an
actual workshop, the situation is often much more complex. Several bottleneck resources
may exist, either independently of one another or in a specific primary
bottleneck/secondary bottleneck relationship. Furthermore, the bottleneck resource in
the shop often "floats" over time, in which case specific resources need not be
considered critical for the entire duration of the schedule. A priori specification of these
more complex resource requirements is unreasonable, as many of the specific
relationships emerge only during the scheduling activity (i.e. once some number of
scheduling decisions have been made). An ability to dynamically predict "high
contention" areas of the shop schedule is necessary to fully exploit the resource based
scheduling perspective.

" A second limitation of OPIS 0 concerns its strict assumption that the resource-based
subproblem at the bottleneck resource completely dominates the order-based
subproblems that involve non-bottleneck operations. The bottleneck schedule that is
generated by the resource scheduler is guaranteed to be feasible (i.e. at least one
conflict-free shop schedule is realizable), and the order scheduler is obliged to generate
scheduling decisions that are consistent with the bottleneck schedule. This guarantee of
feasibility is accomplished within the resource scheduler by actually building and
maintaining a tentative (albeit simple) schedule for all resources required to perform
operations that must proceed the bottleneck operations. These tentative schedules are
discarded once the bottleneck resource schedules have been finalized. There are two
reasons why this is undesirable. First, the guarantee of feasibility is not exacted without
the computational expense associated with generating the tentative schedules. More
importantly, however, important concerns are likely to arise in subsequent subproblems
which should force reconsideration of the existing bottleneck schedule (and subsequent
compromise). The subproblem dominance assumptions made in OPIS 0 pieclude this
possibility.



A final limitation of OFjS 0, perhaps a more general statement of the limitation just
described, is that it implements a schedule generation strategy and, as such, is
insensitive to the dynamics of the shop floor. Unanticipated events (e.g. machine
breakdowns, power failures) are commonplace on the shop floor, and continually
introduce conflicts into the current shop schedule. Short of regenerating the entire shop
schedule (which is obviously not often the desirable course of action), OPIS 0 has no
capabilities for reacting to such events. At the same time, however, the attractiveness of
multiple scheduling perspectives in responding to unanticipated events is fairly clear.
There are some events that suggest a resource-centered perspective (e.g. a machine
breakdown) while there are others that are more effectively addressed from an order-
based perspective (e.g. a request for rework with respect to an in-process order).

The research performed under the supplemental grant period has sought to address these issues. It

has led to development of the OPIS 1 scheduling system (here after referred to simply as OPIS) which

defines a general framework for conflict-directed control, extends the OPIS 0 scheduling capabilities

(particularly in the area of reactive schedule maintenance), and provides a testbed for exploring

additional scheduling and rescheduling strategies. It has also resulted in an approach to reasoning

with less precise schedules, which is necessary to effectively maintain schedules over longer term

time horizons. The major accomplishments of this research are summarized in the subsections

below.

3.1. A Scheduling Framework for Conflict-Directed Control

The limitations of OPIS 0 raised above all center around the need for greater system flexibility in

approaching various scheduling tasks. In short, more dynamic and opportunistic control of problem

decomposition and problem solving is required to fully address the scheduling requirements of actual

factory environments. A loosening of the reins on opportunistic problem decomposition and

schedule generation introduces considerable additional complexity into the problem solving process.

One must give up the assumption that individual subproblem results (or solution components) will be

compatible and admit the possibility that important local concerns will surface during the generation

of specific solution components that lead to constraint violations when integrated with previously

generated solution components. Thus, in addition to determining how the problem should be

decomposed and in which order various components of the schedule should be generated, the

scheduler must be capable of monitoring progress made toward a final schedule, recognizing and

characterizing conflicts in the schedule as they arise, and using these characterizations to initiate

appropriate schedule revision activities.1 Note, however, that these capabilities also provide the

1Given the granularity of the solution components that are being synthesized (e.g. a schedule for a specific work area) and
the high degree of interdependency among the decisions that comprise these solution components (due to the temporal and
resource constraints on the problem), systematic backtracking procedures are of little use in resolving conflicts. The system's
approach to revision must be driven by characteristics of the conflict (or conflicts) at hand.
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necessary machinery for responding to unanticipated external events. This process differs only in the

fact that conflicts are introduced into the predictive schedule through indications that the status of

the factory has changed. The OPIS control architecture described below provides these capabilities,

and. in doing so, provides a framework that merges the activities of predictive schedule

generation/expansion and reactive schedule maintenance. Further details may be found in [18].

3.1.1. Overview

CAPACITY

SUBTASK ANALYZER RESOURCE

ASSIGNMENT SCHEDULER

PF?4DING TASKS ooo

- EVENT
L IST CURRENT CONSTRAINT

HYPOTHESES PROPAGATOR
SEARCH 4_ (ONE OR MORE & - EXTERNAL

SHOP&
MANAGER SCHEDULES) CONSISTENCY INTERFACE

CHECKER

/ V '. -'

FEETPROCESSING
HEURISTICS

ORDER RIGHT
SCHDULER SHIFTER

Figure 3-1: Current OPIS Architecture: Top Level

Figure 3-1 depicts the top level structure of OPIS, and identifies the major components of the
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carront system architecture. The organization is a variation of the HEARSAY-Il blackboard style

arcnit,'(-rure [1], and similarly assumes a system organization comprised of a number of knowledge

SOUrces (KSs) that extend aid revise a global set of one or more hypotheses. In this case, the KSs

implement alternative scheduling methods and the hypotheses being manipulated are candidate shop

schedules. For simplicity in thie following discussion we will assume that only a single shop schedule

is being manipulated.
2

Within this architecture, a designated KS called the manager assumes responsibility for planning

and coordinating the scheduling effort. Scheduling proceeds via the formulation and initiation of

schedufing tasks. Each scheduling task requests a particular analysis, extension or revision relative to

the current shop schedule (e.g. gcnerate a schedule for work area wa- 1, revise the schedule for order

ord-i, analyze the capacity of the shop), and designates a specific scheduling KS to carry out the

task. The manager's queue of pending subtasks constitutes its current plan for solving the scheduling

problem at hand. The execution of a scheduling tasks by scheduling KSs yields changes to current

shop schedule. These changes are integrated into the current hypothesis by the schedule

manragement subsystem, which exploits the temporal restrictions and capacity limitations specified in

the factory model to determine the additional constraints imposed on the schedule by each new

scheduling decision. This provides an accurate characterization of the current state of the evolving

solution and a straightforward basis for detecting conflicts. The manager is informed of the results of

KS execution through the posting of control events, which summarize those aspects of KS execution

that are of importance from a control perspective. Events may highlight important characteristics of

the current solution constraints (e.g. resource contention is likely to be high at a particular resource),

indicate that progress has been made toward a final solution (e.g. another component of the shop

schedule has been generated), or identify specific problems that are present the solution (e.g.

constraint violations). The manager responds to posted events through application of a set of event

processing heuristics. This results in the formulation of new scheduling tasks, and the queue of

pending subtasks is updated accordingly. Thus, the manager implements an event-driven control

regime, continually revising its "scheduling plan" as the results of KS execution become known.

At the core of this framework for control are two key notions:

2 Note that this does not mean that there is no search taking place; but rather that exploration of alternative scheduling
decisions is confined to the local subproblems addressed by individual KSs. For example, in constructing a given order's
schedule the order scheduler will conduct a search beore committing to a particular set of scheduling decisions. Once this
commitment has been made, however, it becomes part of a single evolving shop schedule. This "single shop schedule"
assumption is necessary in the context of schedule generation to keep the problem computationally tractable. The provision
for maintaining multiple shop schedules is included in the OPIS architecture primarily for reacting to external events. Here, the
problem is smaller in scope, and it is quite feasible to consider alternative schedule revision strategies.



8

1. The use of a centralized schedule management component as a means of
communicating constraints among subproblems and recognizing constraint violations,
and

2. An event-based framework for representing and structuring search control knowledge.

These two notions are t.aborated in the following subsections.

3. !.2. bchedule Management

The OPIS scheduling architecture makes no commitment as to the order in which individual

scheduling decisions will be made. Rather, the architecture assumes that characteristics of the

problem at hand, in particular analyses of the constraint conflicts that must be resolved, will be used

to dynamically prioritize the scheduling decisions that have to be made. Thus, for example, schedule

generation might proceed by constructing schedules for resources where contention is likely to be

high and then considering the scheduling decisions that involve the allocation of less critical

resources. Similarly, indication that a machine will be down for the next week might lead to some

amount of rescheduling ;n the work area containing the failed machine, followed by revision of any

scheduling decisions in other parts of the schedule that are affected b% this rescheduling. Essential to

this opportunistic approach to scheduling is an ability to maintain an accurate characterization of the

current state of the schedule. Both problem decomposition (the formulation of appropriate

scheduling tasks) and subproblem solution (the application of specific scheduling KSs) require

knowledge of the constraints that are currenty imposed on the schedule (both by the current factory

state and the scheduling decisions that have already been made).

This support is provided within OPIS by incrementally maintaining an explicit representation of (1)

the current temporal constraints on each manufacturing operation that must be scheduled, and (2)

the current availability of each resource. Thus, an operation description delineates, at any point, the

set of allocation decisions that are compatible with the constraints imposed by the external world and

any other scheduling decisions that have already been made. This is illustrated by the partial

description in Figure 3-2, which states that operation ord2-P1 -root-grinding must be scheduled in

the 208- rooting-area sometime between 10:30 and 17:00 on August 18th to remain consistent with

the current solution. In this case, the end time constraint is a consequence of the scheduling

decision that was made concerning the downstream operation ord2-P1 -m illing-ope ration, and the

start time constraint is a consequence of both the order's release date and unavailability of the 208

rooting machines (perhaps due to their prior allocation to other operations). Descriptions of resource

availability, which are associated with the resources themselves, characterize intervals of time during

which the resource may still be allocated and how much available capacity remains (in the case of

aggregate resources). These representations of current time and capacity constraints are maintained
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at different levers of aggregation to enable scheduling at various levels of precision.

{{ord2- P1-root-grinding
{INSTANCE: P1-root-grinding-operation

ORDER: order2
RESOURCE-REQUIREMENTS: 200-rooting-area
NEXT-OPERATION: ord2-P1 -milling-operation
STATUS: unscheduled
TIME-BOUND-INTERVAL: {{INSTANCE: calendar-time-interval

START-TIME: Aug 18 10:30
origins: (order-release-date order2)

(capacity-restriction 208- rooting-area)
END-TIME: Aug 18 17:00

origins: (scheduled-start-time ord2- P 1 -milling-ope ration)

1 11

Figure 3-2: An unscheduled operation with time bound constraints
as represented in the OPIS knowledge base

These constraint representations are maintained by a set of propagation processes collectively

referred to as the schedule management subsystem. The propagation processes are driven by the

temporal restrictions (e.g. operation precedences, operation durations) and resource requirements

specified in the factory model, and are triggered whenever changes to the schedule are made. When

operations are scheduled, for example, their descriptions are updated to reflect the chosen resources

ane, intervals of execution, and constraints are propagated to both related operations and the

resources that have b-een allocated. Changes to the schedule may be more complex than the addition

or retr.' , of individual scheduling decisions. For example, indication that an order must be

reworl,;,, i euuires the addition of the necessary rework operations to the production plan before time

bound prof. ..on can be carried out. Specific "schedule update" processes are defined for each

type oi - anqe to the schedule that might be encountered.

As mentioned previously, this explicit representation of the current state of the schedule serves two

purposes within the OPIS scheduling architecture. The first is one of constraint communication,

making all current constraints apparent to scheduling KSs during generation or revision of specific

components of the overall schedule. The second is in providing a basis for detecting problems in the

schedule. The representation we have described enables straightforward detection of three basic

types of constraint conflicts: time conflicts (corresponding to precedence violations) capacity

conflicts (corresponding to resource availability violations), and time vs capacity conflicts
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(corresponding to situations where scheduling decisions do not exist that mutually satisfy current

temporal restrictions and resource availability constraints). In OPIS, detection of these types of

conflicis is coupled with the constraint propagation processes, and each conflict detected is posted

with the manager (see below). Complete details of the constraint propagation processes and the

detection of conflicts may be found in [9].

3.1.3. Event-Based Control

The OPIS manager formulates, extends, and revises its current schedu!ing plan (i.e. its queue of

pending subtasks) in response to posted control c-Onts. Control events represent those

consequences of internally initiated scheduling actions (i.e. KS execution) and externally initiated

schedule updates that are relevant to control decisions. They are generated and posted as a result of

either activity. Events provide an abstract view of the current state of the schedule, and contain all

the information necessary for the manager to determine how to proceed. Events also provide a means

for organizing the system's control knowledge. Event processing heuristics, which map occurrences

of particular events to appropriate sequences oi scheduling tasks, and knowledge relating to event

importance, which is used in ordering the queue of pending subtasks, are directly attached to the

prototype description of each event type and therefore directly accessible to the manager in

responding to specific events. These ideas are illustrated in Figure 3-3.

{{precedence-violation
{IS-A: elementary-conflict

CON FLICTING-COM MITMENTS:

HYPOTHESIS:

MAGNITUDE:
INTRODUCED-BY:

EVENT-TYPE-IMPORTANCE: 4

EVENT-PROCESSING-HEURISTICS: pv-heu rl pv-heu r2
pricess-event: process-event
calculate-overall-significance: calc-pv-significance
verify-control-state: pv-state-check } }1

Figure 3-3: The precedence-violation event prototype

The set of control events defined within the OPIS architecture are categorized into three general

classes:

* conflicts - Conflict events are used to characterize inconsistent sets of scheduling
decisions that have been detected in the schedule. Such events involve the violation of
non-negotiable constraints and are precisely those that are detectable by the schedule
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management subsystem. Reaction in this case is mandatory as the current schedule is
infeasible.

" compromises - Compromise events are produced as the result of analysis tasks and
concern the violation of preference constraints. Two event subtypes are distinguished
here: unsatisfactory compromises, which identify preference concerns that have been
unacceptably relaxed, and predicted compromises, which designate areas in the
schedule where it appears that it will be necessary to compromise preferences.
Unsatisfactcry compromise events may or may not be reacted to, depending on the
manager's perception of the opportunities for improvement. Predicted compromises
provide a basis for prioritizing the set of scheduling decisions that must be made.

" hypothesis-modifications - Hypothesis modification events simply indicate changes that
have been made to the current schedule. They are posted as a result of either KS
execution or factory status updates. In the former context, hypothesis modification events
provide a basis for stringing together specific sets of subtask creation heuristics to
implement particular schedule development strategies.

Upon initial invocation and at the end of each top-level problem solving step, the OPIS manager

responds to the currently posted set of events. This activity proceeds in two steps:

1. event aggregation, during which the most appropriate set of events to consider is
determined, and

2. event processing, during which the manager's current scheduling plan is revised in
response to this determined set of events.

During the event aggregation step, any "related" events among those that have been posted are

combined into aggregate events. Because of the fact that KS execution and external status updates

may result in a considerable amount of change to the current solution (e.g. the resource scheduler

may make decisions for all orders that pass through a given work area), several constraint conflicts

can be introduced during a single top-level problem solving step. As we have seen, each conflict is

detected and reported individually during constraint propagation. It is often the case that these

elementary events are related in some manner (e.g. they involve different operations of the same

order, they involve different operations requiring the same resource, etc.), and would be better

addressed by the system simultaneously. Thus, the notion of an aggregate event is introduced, and

aggregate event types are defined on the basis of such relationships. Event aggregation heuristics

are associated with these descriptions to specify the precise circumstances under which two or more

posted events should be transformed into an aggregate event of a given type.

During the event processing step, the event processing heuristics associated with each currently

posted event (including any aggregate events generated during the event aggregation step) are

applied to determine how the system should proceed. These condition/action rules examine
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characteristics of the event being processed and specify extensions and revisions to the manager's

current queue of pending subtasks. These changes involve some combination of the following

primitive actions: the creation of new subtasks to perform, a reordering of existing tasks in the queue,

and the elimination of existing tasks. Once all events have been processed, the queue of pending

subtasks is updated and the highest priority pending subtask is initiated. Subtask prioritization is a

function of the significance of the triggering event type (e.g. tasks resulting from conflict events are

generally considered more important than those resulting from hypothesis modification events),

characteristics of the triggering event (e.g. the magnitude of the conflict reported), and

characteristics of the task itself (e.g. its dependencies with respect to other pending subtasks).

3.2. Scheduling Methods and Strategies

Four scheduling KSs have been implemented within the architectural framework described above

(see Figure 3-1). These KSs provide a basic set of methods which can be combined in different ways

to produce different scheduling and rescheduling strategies. They include:

order scheduler KS - The order scheduler implements the order scheduling method used
within OPIS 0 (essentially the detailed resource analysis and resource assignment levels
of ISIS - see [7]), revised to operate with the propagated time bound constraints. It can be
invoked to either generate or revise scheduling decisions for a designated sequence of
operations for a given order. When invoked in a reactive mode (i.e. to revise decisions in
response to detected problems), previous decisions are treated as additional preference
constraints on the decisions to be made.

*resource scheduler KS - The resource scheduler includes the resource schedule
generation method used in OPIS 0 (see [13]) as well as a newly developed capability for
revising an existing resource schedule. Thus, like the order scheduler, it can be invoked
in either predictive or reactive contexts, in this case relative to the scheduling decisions
that involve a designated resource (i.e. machine or work area). The approach to schedule
revision attempts to retract only as many scheduling decisions as necessary to produce a
new, conflict-free schedule for the designated resource. This is accomplished by
assuming no schedule forward in time from the point of the current problem (e.g. order
contention due to insufficient capacity), and invoking the schedule generation strategy.
However, after each generation step, which adds one or more additional operations to
the designated resource's schedule, an analysis is performed to see if the new schedule
can be consistently synthesized with the fragment of the old schedule consisting of the
operations that have yet to be placed in the new schedule.

o capacity analyzer KS - This KS implements a "shop level" scheduling perspective. It
provides a basis for dynamic problem decomposition by generating predictions of likely
areas of high resource contention. In contrast to the detailed schedulers, the capacity
analyzer operates with aggregate descriptions of resources, operations and resource
allocation decisions. It constructs a predictive shop schedule that satisfies the time
bound constraints posted with each aggregated operation, using a general line balancing
heuristic. The demand for capacity reflected by this schedule is then compared with the
actual capacity of the required aggregate resources and likely bottlenecks are predicted.
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* schedule shifter KS - This KS implements a simple "schedule shifting" strategy which
simply moves the scheduled execution times of designated operations forward or
backward in time. It is employed to resolve minor inconsistencies that arise in the
schedule.

The manager's current body of control heuristics generalizes the OPIS 0 schedule generation

strategy to one where effort is initially focused on scheduling any number of predicted bottlenecks (as

dynamically determined by the capacity analyzer). The schedule is then completed on an order by

order basis, and contingencies are included for revising decisions made by the resource scheduler in

response to inconsistencies that arise later on in the search. Heuristics are also in place for reactively

revising the current schedule as status updates are received from the factory floor. These heuristics

define strategies for responding to machine failures, operation delays, rework requests, and the

receipt of new orders.

3.3. Probabilistic Capacity Analysis

In integrating predictive schedule generation/expansion with reactive schedule revision, an

important issue that arises concerns the level of detail at which scheduling decisions should be made

and maintained. We have implicitly assumed in our discussion thus far that the goal is generation and

maintenance of detailed production schedules. However, the level of precision at which scheduling

decisions are made must be tied to their susceptibility to disruption. Given the unpredictability of the

factory environment, the chances of executing a particular schedule become increasingly remote as

the temporal distance to execution time increases. Thus, while detailed schedules are useful in the

immediate short term time horizon, they are counterproductive over longer term time horizons. Not

only does the generation of such plans require additional computational effort, but it also complicates

later efforts to reactively maintain it. Less precise schedules, that can usefully guide schedule

refinement as the external environment allows and requires it, must be maintained when scheduling

over longer time horizons.

Some leverage can be gained by utilizing a hierarchical model and reasoning with more abstract

problem descriptions over longer time horizons. As suggested in [17], abstract problems can be

formulated in which operations to be scheduled require capacity on aggregate resources

(representing functional groupings of individual resources) over their expected durations, where both

the amount of capacity required by a given operation and its duration are derived from more detailed

suboperation characteristics. However, as with the identity of the resource that will be used to

perform a given operation, we would like to remain imprecise with respect to operation execution

times, and this presents a difficult problem. Deterministic scheduling methods must make specific
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allocation decisions (i.e. select specific operation execution times) in order to take resource capacity

constraints into account. This defeats much of the purpose of abstracting in the first place since the

resulting plans will designate a single point in the temporal dimension of the abstract solution space.

We might consider generalizing these temporal constraints to delineate sets of possible allocation

decisions after the fact. However, given the high degree of interaction between allocation decisions, it

is difficult to imagine how this could be accomplished in any meaningful fashion. We might also

consider reasoning with a coarser granularity of time at the aggregate level (e.g. time steps of hours

instead of minutes). This approach is felt to offer some potential, but would also appear to introduce

temporal imprecision in a fairly arbitrary fashion.

Addressing this need to remain temporally imprecise in the schedules generated over longer time

horizons, we have developed a probabilistic framework for reasoning with sets of possible allocation

decisions. More specifically, the framework provides a mechanism for evaluating an abstract,

temporally underconstrained set of plans with respect to its expected requests for resource capacity.

This is accomplished by developing a random model of the actual resource allocation process, and

using the probabilistic characteristics of randomly generated allocation decisions as the basis for

plan evaluation. Consistency constraints analogous to those that would result from a deterministic

model of resource allocation can be defined, and the stochastic process can be biased to reflect the

strategies and preference constraints of the actual deterministic allocator (i.e. the generator of final

decisions for actual execution). In addition to providing a basis for "time bound scheduling" (i.e. the

development of schedules that retain flexibility in operation execution times), the framework is also

felt to provide the basis for a more accurate bottleneck detection mechanism. The reader is referred

to [10] for a detailed account of this work.

4. Conclusions
In this report, we have summaried research that has addressed issues relating to the reactive

management of factory schedules in response to the dynamics of factory operation. A scheduling

system architecture has been defined that integrates previously developed schedule generation

capabilities with newly developed techniques for reactive schedule revision in response to updates in

factory status. More generally, the architecture provides an experimental testbed for exploring

alternative reactive rescheduling methodologies. A probabilistic framework for reasoning about the

resource requirements of temporally underconstrained schedules has also been developed, to

provide a basis for generating and evaluating abstract schedules over longer term time horizons.

• . , , , i i
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